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(57) ABSTRACT

Techniques described herein are generally related to high
resolution image recovery of objects from digital holograms.
The various described techniques may be applied to methods,
systems, devices or combinations thereof. Some described
methods for recovering an image may include receiving ref-
erence beam data that corresponds to a reference interference
pattern and receiving hologram data corresponding to an
object. The method may also include applying a cost function
to the hologram data and the reference beam data to determine
the object image data associated with the object. The cost
function may include a smoothness constraint applied to the
object image data. The cost function can be iteratively
reduced to obtain object image data corresponding to the
object and the obtained object image data can be processed to
recover the image of the object from single shot holograms
with image resolution greater than conventional holographic
imaging system.
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1
IMAGE RECOVERY FROM SINGLE SHOT
DIGITAL HOLOGRAM

BACKGROUND

Unless otherwise indicated herein, the approaches
described in this section are not prior art to the claims in this
application and are not admitted to be prior art by inclusion in
this section.

Digital holography (DH) can be used, for example, in
bio-imaging, microscopy, optical metrology, phase contrast
and quantitative phase imaging and nondestructive imaging
applications. Digital holography systems can include a sensor
array for recording of a hologram or an interference pattern
between a reference beam and an object beam derived from a
light source for obtaining image data associated with an
object. Such systems can have image reconstruction algo-
rithms to reconstruct images from the image data.

Sensor array detectors, such as charged-coupled device
(CCD) or complimentary metal-oxide semiconductor
(CMOS) device, can be used in a digital holography system.
In such systems, the image reconstruction algorithms can be
similar to physical hologram reconstruction algorithms. As a
result, the recovered images can include artifacts such as
corresponding to dc and twin image terms of the obtained
hologram when a single hologram frame is used for image
recovery. Further the image resolution in off-axis digital
holography can be limited by a minimum reference beam
angle condition that is required in order to separate the dc and
cross terms in the interference pattern in the Fourier transform
domain. In certain digital holography systems, multiple holo-
gram frames may be required to achieve high resolution
images of the imaged object. Such systems may not be able to
provide live (e.g., real-time) high resolution imaging of the
object.

In certain imaging applications, brightfield microscopes
can be used to obtain images of transparent objects such as
live biological cells. In such applications, contrast agents
such as a dye or fluorescent labels can be applied (e.g., stain-
ing) to the objects that may be difficult to be visualized solely
by transmission of light through the object. The application of
the contrast agent can damage the objects (e.g., the cells). In
certain other imaging applications, three-dimensional imag-
ing of objects can be performed using laser scanning confocal
microscopes, which can be substantially expensive compared
to brightfield microscopes.

SUMMARY

The foregoing summary is illustrative only and is not
intended to be in any way limiting. In addition to the illustra-
tive aspects, embodiments, and features described above, fur-
ther aspects, embodiments, and features will become appar-
ent by reference to the drawings and the following detailed
description.

Techniques described herein are generally related to image
recovery of objects from digital holograms. The various
described techniques may be applied to methods, systems,
devices or combinations thereof. Some described methods for
recovering an image may include receiving reference beam
data that corresponds to a reference interference pattern and
receiving hologram data corresponding to an object. The
method may also include applying a cost function to the
hologram data and the reference beam data to determine the
object image data associated with the object. The cost func-
tion may include a smoothness constraint applied to the
object image data. The cost function can be iteratively
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2

reduced to obtain object image data corresponding to the
object and the obtained object image data can be processed to
recover the image of the object.

According to some additional examples of the present dis-
closure, methods related to recovering an image of an object
are described. The methods may include receiving a reference
beam from a light source and receiving an object beam that is
reflected from an object. The reference beam and the object
beam can interfere to generate an interference pattern. Holo-
gram data and reference beam data corresponding to the
interference pattern and reference interference pattern
respectively can be obtained. A cost function can be applied to
the hologram data and the reference beam data to determine
object image data corresponding to the object and the cost
function may include a smoothness constraint applied to the
object image data. The cost function can be iteratively
reduced to obtain object image data and the obtained image
data can be processed to recover the image of the object.

According to still further examples of the present disclo-
sure, apparatus for recovering image data associated with the
object are described. The apparatus can include an optical
assembly that can be configured to receive a reference beam
and an object beam associated with the object and to interfere
the reference beam and the object beam to generate an inter-
ference pattern. The apparatus can further include an image
processor that can be configured to receive an output of the
optical assembly and to apply a cost function to hologram
data and reference beam data corresponding to the interfer-
ence pattern and the reference interference pattern respec-
tively. The image processor can be configured to iteratively
reduce the cost function to obtain object image data corre-
sponding to the object.

BRIEF DESCRIPTION OF THE FIGURES

In the drawings:

FIG. 1 is a schematic diagram illustrating an example sys-
tem configured to recover image data associated with an
object;

FIG. 2 is a schematic diagram illustrating an example con-
figuration of the image processor of FIG. 1;

FIG. 3 is an illustration of an example process for recov-
ering an image of an object;

FIG. 4 is an illustration of an example process for obtaining
object image data using hologram data and reference beam
data;

FIG. 5 illustrates example images of an object using a
conventional imaging system and the apparatus of FIG. 1;

FIG. 6 illustrates example images of an object recovered
using the apparatus of FIG. 1; and

FIG. 7 is a block diagram illustrating an example comput-
ing device that is arranged for recovering image of an object
from single shot digital hologram, arranged in accordance
with at least some embodiments of the present disclosure.

DETAILED DESCRIPTION

In the following detailed description, reference is made to
the accompanying drawings, which form a part hereof. In the
drawings, similar symbols typically identify similar compo-
nents, unless context dictates otherwise. The illustrative
embodiments described in the detailed description, drawings,
and claims are not meant to be limiting. Other embodiments
may beused, and other changes may be made, without depart-
ing from the spirit or scope of the subject matter presented
herein. It will be readily understood that the aspects of the
present disclosure, as generally described herein, and illus-
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trated in the Figures, can be arranged, substituted, combined,
separated, and designed in a wide variety of different con-
figurations, all of which are explicitly contemplated herein.

Example embodiments of the present disclosure are gen-
erally directed to techniques for image recovery of objects
from single shot digital holograms. The technique may
include obtaining object image data by approximately mini-
mizing a constrained cost function applied to hologram data
that corresponds to an object. The technique may provide a
high resolution image of the object generated from the
obtained object image data. The technique facilitates high
resolution image recovery from a single shot digital hologram
without requiring multiple hologram frames. The achieved
dynamic high resolution of the obtained images is substan-
tially higher than resolution of images obtained by conven-
tional holographic imaging systems. The technique may
enable three dimensional imaging of a variety of objects such
as live biological cells without the use of any staining or fixing
and may facilitate dynamic observation of such objects.

FIG. 1 is a schematic diagram illustrating an example sys-
tem 100 configured to recover image data associated with an
object 190, arranged in accordance with at least some
embodiments of the present disclosure. The example system
100 may include one or more components such as a light
source 110, a sensor array 120, an image processor 130, and
an optical assembly 140.

The optical assembly 140 may include various additional
components, such as one or more of, a spatial filter (SF) 141,
a first beam splitter (BS1) 142, a first mirror (M1) 143, a
second mirror (M2) 144, a second beam splitter (BS2) 145
and a microscope objective (MO) 146. Although the various
components are illustrated as discrete blocks, the various
blocks may be combined into fewer blocks, divided into
additional blocks, and/or eliminated based upon the desired
implementation.

The various components in system 100 can be configured
as follows below. Light source 110 includes an output aligned
along a first optical path 101, which is also aligned with a first
side of the spatial filter (SF) 141. A second side of the spatial
filter 141 is aligned along a second optical path 102, which is
aligned with a first side of the first beam splitter (BS1) 142. A
second side of the first beam splitter (BS1) 142 is aligned
along a third optical path 103, which is aligned with a surface
of the second mirror (M2) 144. The surface of the second
mirror (M2) 144 is also aligned along a fourth optical path
104, which is aligned with a first side of the microscope
objective (MO) 146. A second side of the microscope objec-
tive 146 is aligned along a seventh optical path 107 with a first
side of the second beam splitter (BS2) 145.

The first side of the first beam splitter (BS1) 142 is also
aligned along a fifth optical path 105, which is aligned with a
surface of the first mirror (M1) 143. The surface of the first
mirror (M1) 143 is also aligned along a sixth optical path 106,
which is aligned with a second side of the second beam
splitter (BS2) 145. The second side of the second beam split-
ter (BS2) 145 is also aligned along an eighth optical path 108,
which is aligned with an input of the sensor array 120. An
output of the sensor array 120 is coupled to the image pro-
cessor 130.

In operation, the light source 110 is configured to transmit
(or project) beam 170 along the optical path 101 to the spatial
filter 141, which passes a filtered beam to the first beam
splitter (BS1) 142 along optical path 102. The first beam
splitter 142 is configured to receive the filtered beam, reflect
a first portion of the filtered beam along optical path 105 as a
reference beam (R) 150, and transmit a second portion of the
filtered beam along optical path 103 as an object beam (O)
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160. The first mirror 143 is configured to receive the reference
beam 150, and reflect the reference beam along optical path
106 to the second beam splitter 145. The second mirror 144 is
configured to receive the object beam 160 and reflect the
object beam along optical path 105.

Object 190 is positioned in the optical path 104, and thus
the object 190 is illuminated by object beam 160. Microscope
objective 146 is configured to receive a portion of the object
beam 160 from optical path 104 and transmit the received
portion of the object beam 163 along the seventh optical path
107 to the second beam splitter 145. The second beam splitter
145 is configured to receive the beams from the sixth optical
path 106 and seventh optical path 107, combine the beams
into a captured interference pattern 161, and transmit the
captured interference pattern 161 to the sensor array 120
along the eighth optical path 108.

The various components illustrated as part of the optical
assembly 140, can be rearranged without departing from the
spirit of the present disclosure. For example, in some imple-
mentation, the first beam splitter 142 can be configured to
transmit to object 190 without the use of the second mirror
144. In additional examples, the first beam splitter 142 can be
configured to transmit to the second beam splitter 145, with-
out the use of the first mirror 143. In further examples, the
microscope objective 146 can be configured to transmit to
another optical device (e.g., a mirror, a lens, a filter, etc.) that
is configured in alignment with the second beam splitter 145
such that the microscope objective 146 indirectly transmits
beams to the beam splitter. Additional mirrors, lenses, and
filters may also be employed throughout the system to facili-
tate an efficient or convenient physical orientation as may be
desired in other implementations, while maintaining a sub-
stantially similar operational result.

As described above, the optical assembly 140 can be con-
figured to receive a reference beam 150 that corresponds to a
reference interference pattern 151 and an object beam 160
associated with the object 190. In certain embodiments, the
reference interference pattern 151 is generated by the optical
assembly 140 based on interference of two plane waves. The
generation of the reference interference pattern 151 may be
performed once using the optical assembly 140 and the gen-
erated reference interference 151 patterns may be captured by
the sensor array 120 and utilized by the image processor 130
for recovering the image of the object 190. The sensor array
120 can be configured to capture or record the interference
between the beams. The optical assembly 140 can be further
configured to interfere the reference beam 150 with the object
beam 160 effective to generate the captured interference pat-
tern 161 recorded by the sensor array 120.

In some examples, the optical assembly 140 may be a
commercially available interferometer. Examples of the opti-
cal assembly 140 may include, but are not limited to, a Mach-
Zehnder interferometer, a Michelson Twyman-Green inter-
ferometer, a point-diffraction interferometer, a shearing
interferometer, a Talbot interferometer, a Lau-Talbot interfer-
ometer, or combinations thereof.

In the illustrated embodiment, the optical assembly 140
can include a Mach-Zehnder interferometer that can be con-
figured to generate the reference interference pattern 151
based on an interference of two plane waves. In the illustrated
system, the light source 110 can be configured to generate a
beam 170. Examples of light source 110 may include, but are
not limited to, a helium-neon (He—Ne) laser, a solid state
diode laser, a gas laser, or combinations thereof. The light
source 110 may be selected based upon properties such as
spatial coherence extending over sample area and temporal
coherence. For example, light fields in the reference beam



US 9,135,682 B2

5

150 and the object beam 160 can travel different optical paths
and sufficient temporal coherence is maintained in order to
observe interference. In various embodiments, the light
source 110 can be configured to generate beam 170 as a plane
beam. In additional embodiments, the light source 110 can be
configured to generate beam 170 as a spherical beam. In yet
other embodiments, the light source 110 can be configured to
generate beam 170 as a coded beam.

As illustrated in FIG. 1, the beam 170 from the light source
110 may optionally be passed through the spatial filter 141 of
the optical assembly 140 to remove any aberrations in the
beam 170, where the first beam splitter 142 of the optical
assembly 140 is configured to split the beam 170 and to
generate the reference beam 150 and the object beam 160. In
various embodiments, the light source 110 can be configured
to generate beam 170 as an ultra violet (UV) beam. In addi-
tional embodiments, the light source 110 can be configured to
generate beam 170 as a visible beam. In yet other embodi-
ments, the light source can be configured to generate beam
170 as an infrared beam. In other embodiments, the light
source can be configured to generate beam 170 as a terahertz
beam. In some other embodiments, the light source can be
configured to generate beam 170 as an X-ray beam. The
optical assembly 140 can optionally include the first mirror
(M1) 143 to provide a tilt in the reference beam 150 for an off
axis digital holographic microscope (DHM) configuration.

The object beam 160 may be transmitted to the object 190
and may be optionally passed through a second mirror (M2)
144 to facilitate interaction with the object 190. In some
embodiments, the object beam 160 may be reflected from the
object 190 to generate a reflected beam 163 that interferes
with the reference beam 150. The optical assembly 140 can
include the microscope objective 146, which can be config-
ured to receive reflected light from the object 190 over a
desired field of view. The sensor array 120 of the system 100
can be configured to receive the captured interference pattern
161 generated by the interference of the reference beam 150
and the object beam 160.

Further, the image processor 130 of the system 100 can be
configured to receive an output of the optical assembly 140,
such as the reference interference pattern 151 and the cap-
tured interference pattern 161 from the sensor array 120. The
image processor 130 may be configured to process such data
to recover the image of the object 190 as will be described
with reference to FIG. 2.

FIG. 2 is a schematic diagram illustrating an example con-
figuration 200 of the image processor 130 of FIG. 1, arranged
in accordance with at least some embodiments of the present
disclosure. The example image processor 200 may include
one or more components such as a processor 210, an image
capture module 220, and a memory 230. Although the various
components are illustrated as discrete blocks, the various
blocks may be combined into fewer blocks, divided into
additional blocks, and/or eliminated based upon the desired
implementation. The image capture module 220 may be
coupled to the sensor array 120 and the processor 210. The
memory 230 may be coupled to the processor 210 and the
image capture module 220.

In operation, the image capture module 220 may be con-
figured to receive output (such as the reference interference
pattern 151 and/or the captured interference pattern 161)
from the sensor array 120. In certain embodiments, the ref-
erence interference pattern 151 is generated by the optical
assembly 140 based on interference of two plane waves. The
generation of the reference interference pattern 151 may be
performed once using the optical assembly 140 and the gen-
erated reference interference 151 patterns may be captured by
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the sensor array 120 and utilized by the image processor 130
for recovering the image of the object 190. The memory 230
may be configured to receive and store reference beam data
152 that may correspond to the reference interference pattern
151 from the sensor array 120. The memory 230 may also be
configured to receive hologram data 162 that corresponds to
the captured interference pattern 161 received from the sensor
array 120. In some embodiments, the memory 230 can
optionally store the reference interference pattern 151 and the
captured interference pattern 161.

The processor 210 may be configured to apply a cost func-
tion 212 to the hologram data 162 and the reference beam data
152 and to iteratively reduce the cost function 212 to obtain
object image data 192 corresponding to the object 190. In this
example embodiment, the processor 210 may be configured
to apply a smoothness constraint 214 to the cost function 212.
In some example embodiments, the memory 230 may be
configured to store intermediate object image data 193 while
the cost function 212 is iteratively reduced by the processor
210 to achieve an approximately minimized function.

As described further below with reference to FIGS. 3 and 4,
a variety of cost functions and smoothness constraints may be
used by the image processor 130 to iteratively reduce the cost
function 212 and to obtain the object image data 192 corre-
sponding to the object 190. Example cost functions 212 that
may be applied to the hologram data 162 and the reference
beam data 152 may include, but are not limited to, least
squares (L2-norm), weighted least squares, maximum
entropy reconstruction, maximum-likelihood reconstruction,
expectation maximization reconstruction or combinations
thereof.

The image processor 130 may be configured to process the
obtained object image data 192 to recover the image of the
object 190. For example, the obtained object image data 192
may be convolved with a back-Fresnel impulse response to
recover the image of the object 190. In some examples, an
image resolution of the recovered image of the object 190 can
be greater than the image resolution estimated using the rela-
tionship: (2 sin 6/3\), where A is the wavelength of light used,
and 0 is the nominal angle between the object beam 160 and
the reference beam 150.

FIG. 3 is an illustration of an example process 300 for
recovering an image of an object arranged in accordance with
at least some embodiments described herein. Process 300
may include one or more operations, functions or actions as
illustrated by one or more of blocks 302-310. Although the
blocks are illustrated in a sequential order, these blocks may
also be performed in parallel, and/or in a different order than
those described herein. Also, the various blocks may be com-
bined into fewer blocks, divided into additional blocks, and/
or eliminated based upon the desired implementation. Pro-
cess 300 may begin at block 302.

At block 302, “RECEIVE REFERENCE BEAM DATA
THAT CORRESPONDS TO A REFERENCE INTERFER-
ENCE PATTERN”, where reference beam data (152) that
corresponds to a reference interference pattern (151) can be
received by an image processor (130). The reference interfer-
ence pattern (151) may be obtained by capturing and record-
ing an interference of two plane waves using an interferom-
eter. This obtained reference interference pattern (151) may
be demodulated using a Fourier transform to obtain the ref-
erence beam data (152). In some embodiments, obtained
reference interference pattern (151) may be demodulated
using a Hilbert transform to obtain the reference beam data
(152).

Process 300 may continue from block 302 to block 304,
“RECEIVE HOLOGRAM DATA THAT CORRESPONDS
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TO THE OBJECT”, where hologram data (162) that corre-
sponds to the object (190) can be received by the image
processor (130). In various examples, the object (190) may
correspond to either a transparent object or a semi-transparent

object. In one example, the object (190) may include one or 5

more live cells of a biological tissue. In certain other
examples, the object (190) may include one or more tissues,
small organisms, inspection circuits, or combinations
thereof.

The hologram data (162) may be obtained based on inter-
ference between the reference beam (150) and an object beam
(160) that is transmitted to the object (190). In some
examples, a beam (170) from a light source (110) can be split
into the reference beam (R) (150) and the object beam (O)
(160) such as by the beam splitter 142 in FIG. 1. The object
beam (O) (160) can be transmitted to the object (190). In one
embodiment, the object beam (160) can be reflected from the
object (190), to generate a reflected beam (163). The captured
interference pattern (161) of the reference beam (150) and the
reflected beam (163) can be recorded with the sensor array
(120) and hologram data (162) may be generated based on the
interference pattern/recorded hologram between reference
beam (R) (150) and the object beam (O) (160).

In some embodiments, hologram data H (162) can be
recorded that results from the interference of an object beam
O(x,y) (160) and a reference beam R(x,y) (150) in a detector
plane, which can be represented by the following relation-
ship:

H=|0P+RP+OR*+O*R 1)

The terms |OI*+IRI? in eq. (1) are centered at zero fre-
quency in a 2D Fourier transform space and therefore these
terms can be referred to as dc terms. Further, the location of
cross terms (O*R) can be obtained by a carrier frequency
corresponding to an off-axis angle 6 of the reference beam. In
some examples, suppression of the dc terms and the twin
image term (O*R) can be achieved using a cost function that
is described in greater detail below.

In some embodiments, a lateral (x,y) resolution limit of
single shot digital holographic systems is determined by a
condition of non-overlap of the dc and the cross terms in the
2-dimensional Fourier transform of the recorded hologram
pattern. In certain embodiments, this limit is typically much
lower than the resolution limit determined by a detector pixel
size. In some embodiments, this lateral resolution limit is
about four times lower than the resolution limit determined by
a detector pixel size. This may be indicative of an inefficient
use of the detector. The present technique facilitates recovery
of'images with image resolution substantially higher than this
lateral resolution limit as will be described below.

Process 300 may continue from block 304 to block 306,
“APPLY A COST FUNCTION TO THE HOLOGRAM
DATA AND THE REFERENCE BEAM DATA”, a cost func-
tion (212) can be applied to the hologram data (162) and the
reference beam data (152) by an image processor (130) to
determine object image data (192) associated with the object
(190). The cost function (212) may include a smoothness
constraint (214). Example cost functions (212) that may be
applied to the hologram data (162) and the reference beam
data may include, but are not limited to, least squares (L.2-
norm), weighted least squares, maximum entropy reconstruc-
tion, maximume-likelihood reconstruction, or combinations
thereof.

In some example embodiments, the cost function C (212)
may be applied to the hologram data H (162), the reference
beam data R (152) and the object image data O (192) in
accordance with the following relationship:

C(0,0%)=1/21IH-(IOP+R P+OR*+O*R)| P+ap (O,

0%) @

8

where (0,0%) is the smoothness constraint and . is a
positive constant representing the relative weight
between the two terms of the cost function;

the term

1/2I[H-(IOP+IRI>+OR*+0O*R)| ?

represents the least square or [.2 norm squared error data
fit; and

the smoothness constraint cnp(O,0*) may be selected to

apply a smoothness constraint on the object image data
0.

In various example embodiments, the smoothness con-
straint ap(0,0%*) can be estimated by the image processor
(130) for the object image data O (192) in accordance with the
following relationship:

(0, 0°) = Z Z WpglOp = O, €)

P qup
20

where o is a weight parameter,

Op is the value of O at the pth pixel,

index q is in the neighborhood N, of the pixel of p; and

w,, 1s a weight function.
In some examples, w,,, can be a decreasing function of dis-
tance between pixels p and q. For example, w,, may vary
inversely as the distance between pixels p and q.

Though the technique is described herein with the .2 norm
3o cost function and a quadratic function for the smoothness
constraint (214), a variety of other cost functions and smooth-
ness constraints may be used for obtaining the object image
data.

In some examples, the cost function C (212) can be applied
to the hologram data H (162), the reference beam dataR (152)
and the object image data O (192) may be based on the
weighted [.2 norm function in accordance with the following
relationship:

25

35

C(0,0%)=1/21IW-[H-(|O P+ IR IP+OR*+O*R)] | P+anp

(0,0%) Q)

where, W is a weight function;
the term

1/21[W-[H-(IOP+IR 2+OR*+O*R)] |12

4 represents the weighted 1.2 norm squared error data fit;

and

the smoothness constraint cnp(O,0*) may be selected to
apply a smoothness constraint on the object image data
0.

In another example, the cost function C (212) can be
applied to the hologram data H (162), the reference beam data
R (152) and the object image data O (192) may be based on
maximum likelihood function in accordance with the follow-
ing relationship:

50

55
C(0,0%)=-L(H,0,0%)+ap(0,0%) (5)
where, the term L(H,O0,0%) represents log-likelihood and
is estimated in accordance with the following relation-

ship:

60
~L(H, 0,0") = = " logp(H; | 0)) ®)

65

The term p(HIO) may represent a conditional probability of
finding image H given the object function O and the smooth-
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ness constraint ap(0,0%) may be selected to impose a
smoothness constraint on the object image data O. In certain
embodiments, the conditional probability p(HIO) can be rep-
resented as a Poisson distribution. In certain other embodi-
ments, the conditional probability p(HIO) can be represented
as a Gaussian distribution.

In another example, the cost function C (212) may be
applied to the hologram data H (162), the reference beam data
R (152) and the object image data O (192) may be based on
maximum entropy function in accordance with the following
relationship:

C(0,0%)=E(H,0,0%)+onp(0,0%) @)

The term -E(H,0,0%) represents maximum entropy solution
and is estimated in accordance with the following relation-
ship:

E(H, 0,0 = )" p(H; | O))logp(H; | 0)) ®

The term p(HIO) may represent a conditional probability of
finding image H given the object function O and the smooth-
ness constraint ap(0,0%) may be selected to impose a
smoothness constraint on the object image data O (192).

Similarly, other functions may be used for smoothness
constraint cap(0,0%) (214). In some example embodiments,
the smoothness constraint cp(O,0%) can be estimated for the
object image data O (192) based on total variation minimiza-
tion in accordance with the following relationship:

N ©
#(0, 0") = Z (V. 032 + (v, 0),
i

Ineq. (9), the terms V,, V,, represent x and y gradient opera-
tors.

Process 300 may continue from block 306 to block 308,
“ITERATIVELY REDUCE THE COST FUNCTION TO
OBTAIN THE OBJECT IMAGE DATA”, where the cost
function (212) can be iteratively reduced by the image pro-
cessor (130) to obtain the object image data (192) associated
with the object (190). In some embodiments, object image
data (192) may be selected at an initial time and an approxi-
mate minimal value of the cost function (212) may be iden-
tified by iteratively evaluating a value of the cost function
(212). The object image data (192) may be updated until the
approximate minimal value of the cost function (212) is iden-
tified. In certain embodiments, the object image data (192) at
the initial time can include image data that corresponds to an
image with pixel values set to a pre-determined value. In
some examples, the object image data (192) at the initial time
can include image data that corresponds to an image with all
pixel values set to zero. The object image data (192) may be
updated by a gradient descent technique that will be described
in detail with reference to FIG. 4.

Process 300 may continue from block 308 to block 310,
“PROCESS THE OBTAINED IMAGE DATA TO
RECOVER THE IMAGE OF THE OBJECT”, where the
obtained object image data (192) may be processed by the
image processor (130) to recover the image of the object
(190). In certain embodiments, the obtained object image
data (192) may be back-propagated to an image plane by the
image processor (130) to recover the image of the object
(190). The object image data (192) may be convolved with a
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back-Fresnel impulse to recover the image of the object
(190). In certain embodiments, amplitude and phase informa-
tion may be determined from the obtained object image data
(192), which may be utilized to compute a focused image of
the object at a desired depth within the object.

In some example embodiment, the back-propagation ofthe
obtained image data (192) may be performed by convolving
the data with a back-Fresnel impulse response represented by
the following relationship:

i

—i 10
hx,y, —2) = Mexp[/l—lzﬂ(xz + yz)J 1o

where, A is wavelength of light used;
7 is distance to which back-propagation from hologram is
to be computed; and
X, y are transverse coordinates in a plane perpendicular to
z.
In terms of Fourier domain filtering, the Fresnel back-
propagation method may correspond to a two-dimensional
filter defined in accordance with the following relationship:

H(f,.f, )=exp[-ikz+inhz (f,2+f,%)]

where: A is wavelength of light used;
7 is the distance to which back-propagation from hologram
is to be computed; and
f,, T, are 2D Fourier transform spatial frequencies.
In one example embodiment, the computation with the
filter will be performed in accordance with the following

relationship:

an

1yyF [FLOMH( )]

where I(%, y) is the computed image; and

F, F~! represent forward and inverse 2D Fourier transform

operation.

In another example embodiment, the back-propagation of
the obtained image data may be performed using angular
spectrum algorithm in accordance with the following rela-
tionship:

(12)

a3

h(x, y, =z A) = %_fkr)(ik + é)@

r

where r is estimated in accordance with the following rela-
tionship:
N7

where k is estimated in accordance with the following
relationship:

(14)

k=2m/h (15)

where 7 is the distance to which back-propagation from
hologram is to be computed; and
X, y are transverse coordinates in a plane perpendicular to
z.
In terms of Fourier domain filtering, the angular spectrum
method may correspond to a two-dimensional filter defined in
accordance with the following relationship:

H(};fy):exp[—iz\/k2—4n2(/;2+fy2)] (16)

where, k is estimated in accordance with the following rela-
tionship:

k=2m/h a7
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where A is wavelength of light used;
7 is distance to which back-propagation from hologram is
to be computed; and
f,, f, are 2D Fourier transform spatial frequencies.
Again, the computation with the filter will be performed in
accordance with the following relationship:

1.y)F [FLOMH(S)]

where 1(x, y) is the computed image; and

F, F~! represent forward and inverse 2D Fourier transform

operation.

FIG. 4 is an illustration of an example process 400 for
obtaining object image data (192) using hologram data (162)
and reference beam data (152), arranged in accordance with
at least some embodiments described herein. Process 400
may include one or more operations, functions or actions as
illustrated by one or more of blocks 402-414. Although the
blocks are illustrated in a sequential order, these blocks may
also be performed in parallel, and/or in a different order than
those described herein. Also, the various blocks may be com-
bined into fewer blocks, divided into additional blocks, and/
or eliminated based upon the desired implementation. Pro-
cess 300 may begin at block 302.

At block 402, “SELECT OBJECT IMAGE DATA AT AN
INITIAL TIME”, where object image data (192) at an initial
time may be selected by the image processor (130). In certain
embodiments, the object image data (192) at the initial time
can include image data that corresponds to an image with
pixel values set to a pre-determined value. In some examples,
the object image data (192) at the initial time can include
image data that corresponds to an image with all pixel values
set to zero, all pixel values set to one, or some other desired
value or pattern of values.

Process 400 may continue from block 402 to block 404,
“ESTIMATE AN ERROR VALUE FROM REFERENCE
BEAM DATA, HOLOGRAM DATA AND OBJECT IMAGE
DATA”, where an error value can be estimated by the image
processor (130) using reference beam data R (152), hologram
data H (162) and object image data O (192). As described
previously, the reference beam data (152) can correspond to a
reference interference pattern (151) and the hologram data
(162) can correspond to a captured interference pattern (161)
generated by interference between a reference beam (150)
and an object beam (160). In some examples, the cost func-
tion (212) can be applied by the image processor (130) to the
hologram data H (162), the reference beam data R (152) and
the object image data O (192) can be a .2 Norm function, and
the error value E for the object image data may be estimated
by the image processor (130) in accordance with following
relationship:

18)

E®=|H-|RP-|0™P2-RO™"-R*O™|? 19)

For other cost functions, the error value may be estimated
accordingly. In some embodiment, the error value E is itera-
tively reduced by the image processor (130) to reduce the cost
function (212).

Process 400 may continue from block 404 to block 406, “IS
ERROR VALUE LESS THAN THRESHOLD?”, where the
estimated error value can be compared by the image proces-
sor (130) with a pre-determined threshold. The pre-deter-
mined threshold may be selected based upon a type of the
object to be imaged, a desired image resolution and so forth.

Process 400 may continue from block 406 to block 408,
“OBTAIN OBIJECT IMAGE DATA”, where object image
data may be obtained by the image processor (130). If the
error value at block 306 is less than the threshold then the
object image data (192) can be obtained and the iterative
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reduction of the cost function (183) can be terminated. More-
over, the object image data (192) may be processed to recover
the image of the object (190).

The object image obtained using the various techniques
described above may have substantially high resolution as
compared to image obtained using conventional imaging
techniques. In certain examples, the object image can have a
resolution that is about 4 times greater than the resolution of
an image obtained using conventional imaging techniques.
The present techniques of object image recovery from the
object image data obtained by performing a constrained opti-
mization of the hologram data provides high quality image
recovery even when the dc and twin image terms in the
hologram overlap in the Fourier domain. Moreover, the image
recovery technique described above facilitates recovery of
both phase and amplitude of the object image in the hologram
plane for single shot quantitative phase imaging applications.

If the error value is greater than the threshold, the iterative
reduction of cost function may continue and the object image
data may be updated. The iterative reduction of cost function
may include updating the object image data by the gradient
descent technique described below.

Process 400 may continue from block 406 to block 410,
“ESTIMATE A FUNCTIONAL GRADIENT OF THE
COST FUNCTION”, where a functional gradient of the cost
function (212) can be estimated. In various examples, the cost
function (212) can be applied to the hologram data H (162),
the reference beam data R (152) and the object image data O
(192) can be a L2 Norm function, and the functional gradient
of the cost function C (212) can be estimated in accordance
with the following relationship:

V 5+C(0,0%)=[H-(I0*+IR1>)+OR*+O*R](O+R)+

aVoap(0,0%) (20)

where V ,.C(O,0%) represents the functional gradient; and

aVoap(0,0%) represents functional gradient of the

smoothness function.

Process 400 may continue from block 410 to block 412,
“SELECT STEP SIZE”, where a step size t for updating the
object image data (192) can be selected by the image proces-
sor (130). In some examples, the step size t may be a positive
constant that may be selected by a standard line search
method.

Process 400 may continue from block 412 to block 414,
“UPDATE THE OBIJECT IMAGE DATA”, where the object
image data (192) can be updated by the image processor (130)
using the object image data (192) at the initial time, selected
step size, and the functional gradient of the cost function
(183). In some examples, the object image data (192) can be
updated in accordance with the following relationship:

O D=0 1N 5. Cl @1)

where, O“*! is the object image data at nth iteration; and

t is a constant representing a step size.

The process 400 may continue with the iterative updating
of the object image data (192) and evaluating a value of the
error with respect to the threshold to obtain the updated object
image data (192). In some examples, a decrease in the error
value can be evaluated by the image processor (130) for each
update in the object image data (192) and the object image
data (192) can be updated by the image processor (130) until
the decrease in error achieves a substantially stable value.

A variety of other techniques may be used for updating the
object image data (192). In another example embodiment, the
object image data (192) can be iteratively updated using con-
jugate gradient technique in accordance with the following
relationship:
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5, = Vo Clo_om [Vor Cly_pon 22)
" [VO* C]Zzo(n—l) [VO* C]o:o(nfl)

s = =[Vor Cly_g + Bas™ " @3

0D = o) 4 g 5, @4

where {3, 1s a coefficient calculated as per Fletcher-Reeves
formula; and

[V 5+Cl o—o 1s the gradient of cost function.
In one example embodiment, the f3,, coefficient is computed
using the Polak-Ribiere formula. In yet another example, the
f,, coefficient is computed using the Hestenes-Stiefel for-
mula.

In additional examples, the object image data (192) can be
iteratively updated using Nesterov update technique in accor-
dance with the following relationship:

O V=01, [VuClo_gim 25)

O™=a(n)0™+b()0" "

In egs. (25) and (26), the update to the object image data
(192) can be evaluated using a linear combination of solutions
from two previous iterations, denoted here as Q,,.

In various example embodiments, coefficients a(n), b(n)
may be computed using the following relationships:

6

a(n)=1+(n-1)/(n+2) 27

b(m)=(n-1)/(n+2) (28)

In some examples, the smoothness constraint (214) can be
implemented by convolving the resultant updated solution
with an averaging filter of a selected size. In various
examples, the size of the averaging filter may correspond to a
window size in the definition of the smoothness constraint.
The object image data (192) may be updated with the aver-
aging filter G in accordance with the following relationship:

0 V=G® {0 +1[H-(10WP+IRP+O™R*+

O™*R)(O™+R)} @9)

where ® stands for the convolution operation; and

G is an averaging filter.

The averaging filter G may be selected to have a spatial
extent of about half the fringe period in the interference
pattern or more. The updated object image data (192) may be
processed to recover the image of the object (190).

The image recovery technique described above may be
utilized to enable 3D video imaging at high resolution that is
not available with the conventional imaging systems. As
described before, the technique facilitates single shot quanti-
tative phase imaging and to recover high resolution 3D
images of an object.

FIG. 5 illustrates example images 500 of an object from
both a conventional holographic imaging system, and the
system (100) of FIG. 1, arranged in accordance with at least
some aspects described herein. Images obtained using a con-
ventional imaging system can be represented by reference
numeral 502. Images obtained using the techniques of the
present disclosure (see, e.g., FIGS. 1-4) can be represented by
reference numeral 504. As can be seen, the image 504
obtained using the proposed technique had relatively higher
resolution compared to the image 502 obtained using a con-
ventional imaging system. In particular, the resolution of the
image 502 is limited by the resolution for conventional holo-
graphic systems that is estimated by the relationship 2 sin
0/3) where A is the wavelength of light used, and 0 is the
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nominal angle between the object beam 160 and the reference
beam 150. The resolution of the image 504 is substantially
greater than the image resolution estimated by the above
relationship for the conventional holographic systems. Fur-
ther, the image 504 had reduced speckle noise. The ability to
achieve single frame high resolution image recovery from the
system described above facilitates dynamic three-dimen-
sional imaging of objects without the need of any scanning
mechanism.

FIG. 6 illustrates example images 600 of an object recov-
ered using the system (100) of FIG. 1, arranged in accordance
with at least some aspects described herein. Images 602 and
604 may represent the amplitude and phase information of the
object image in the hologram plane. Further, image 606 is an
image obtained by Fresnel back-propagation of the object
image data corresponding to images 602 and 604. A magni-
fied portion of the image 606 is shown in image 608. As can
be, the contribution of dc and the twin images was not seen in
the image 608 and high frequency features appeared to be
better resolved as compared to that from a conventional holo-
graphic system. Further, the speckle noise was substantially
reduced.

Example Computing Device: FIG. 7 is a block diagram
illustrating an example computing device 700 that is arranged
for recovering image of an object from a single shot digital
hologram in accordance with at least some embodiments of
the present disclosure. In a very basic configuration 702, the
computing device 700 typically includes one or more image
processors 704 and a system memory 706. A memory bus 708
may be used for communicating between image processor
704 and system memory 706.

Depending on the desired configuration, image processor
704 may be of any type including but not limited to a micro-
processor (UP), a microcontroller (uC), a digital signal pro-
cessor (DSP), or any combination thereof. Image processor
704 may include one more levels of caching, such as a level
one cache 710 and a level two cache 712, one or more pro-
cessor cores 714, and registers 716. An example processor
core 714 may include an arithmetic logic unit (ALU), a float-
ing point unit (FPU), a digital signal processing core (DSP
Core), or any combination thereof. An example memory con-
troller 718 may also be used with image processor 704, or in
some implementations memory controller 718 may be an
internal part of image processor 704.

Depending on the desired configuration, system memory
706 may be of any type including but not limited to volatile
memory (such as RAM), non-volatile memory (such as
ROM, flash memory, etc.) or any combination thereof. Sys-
tem memory 706 may include an operating system 720, one
or more applications 722, and program data 724. Application
722 may include an image recovery algorithm 723 that is
arranged to perform the functions as described herein includ-
ing those described with respect to process 100 of FIG. 1.

Program Data 724 may include reference beam data 152
and hologram data 162 received from the sensor array 120
that may be useful for obtaining the object image data 192. In
some embodiments, application 722 may be arranged to oper-
ate with program data 724 on the operating system 720 such
image recovery of an object may be performed. In some
embodiments, the image recovery algorithm 723 may be con-
figured to apply the cost function 212 to the hologram data
162 and the reference beam data 152 and to iteratively reduce
the cost function 212 to obtain object image data 192 corre-
sponding to the object 190. In this example embodiment, the
image recovery algorithm may be configured to apply a
smoothness constraint 214 to the cost function 212. This
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described basic configuration 702 is illustrated in FIG. 7 by
those components within the inner dashed line.

Computing device 700 may have additional features or
functionality, and additional interfaces to facilitate commu-
nications between basic configuration 702 and any required
devices and interfaces. For example, a bus/interface control-
ler 730 may be used to facilitate communications between
basic configuration 702 and one or more data storage devices
732 via a storage interface bus 738. Data storage devices 732
may be removable storage devices 734, non-removable stor-
age devices 736, or a combination thereof.

Examples of removable storage and non-removable stor-
age devices include magnetic disk devices such as flexible
disk drives and hard-disk drives (HDD), optical disk drives
such as compact disk (CD) drives or digital versatile disk
(DVD) drives, solid state drives (SSD), and tape drives to
name a few. Example computer storage media may include
volatile and nonvolatile, removable and non-removable
media implemented in any method or technology for storage
of information, such as computer readable instructions, data
structures, program modules, or other data.

System memory 706, removable storage devices 734 and
non-removable storage devices 736 are examples of com-
puter storage media. Computer storage media includes, but is
not limited to, RAM, ROM, EEPROM, flash memory or other
memory technology, CD-ROM, digital versatile disks (DVD)
or other optical storage, magnetic cassettes, magnetic tape,
magnetic disk storage or other magnetic storage devices, or
any other medium which may be used to store the desired
information and which may be accessed by computing device
700. Any such computer storage media may be part of com-
puting device 700.

Computing device 700 may also include an interface bus
740 for facilitating communication from various interface
devices (e.g., output devices 742, peripheral interfaces 744,
and communication devices 746) to basic configuration 702
via bus/interface controller 730. Example output devices 742
include a graphics processing unit 748 and an audio process-
ing unit 750, which may be configured to communicate to
various external devices such as a display or speakers via one
or more A/V ports 752.

Example peripheral interfaces 744 include a serial inter-
face controller 754 or a parallel interface controller 756,
which may be configured to communicate with external
devices such as input devices (e.g., keyboard, mouse, pen,
voice input device, touch input device, etc.) or other periph-
eral devices (e.g., printer, scanner, etc.) via one or more /O
ports 758. An example communication device 746 includes a
network controller 760, which may be arranged to facilitate
communications with one or more other computing devices
762 over a network communication link via one or more
communication ports 764.

The network communication link may be one example of a
communication media. Communication media may typically
be embodied by computer readable instructions, data struc-
tures, program modules, or other data in a modulated data
signal, such as a carrier wave or other transport mechanism,
and may include any information delivery media. A “modu-
lated data signal” may be a signal that has one or more of its
characteristics set or changed in such a manner as to encode
information in the signal. By way of example, and not limi-
tation, communication media may include wired media such
as a wired network or direct-wired connection, and wireless
media such as acoustic, radio frequency (RF), microwave,
infrared (IR) and other wireless media. The term computer
readable media as used herein may include both storage
media and communication media.
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Computing device 700 may be implemented as a portion of
a small-form factor portable (or mobile) electronic device
such as a cell phone, a personal data assistant (PDA), a per-
sonal media player device, a wireless web-watch device, a
personal headset device, an application specific device, or a
hybrid device that include any of the above functions. Com-
puting device 700 may also be implemented as a personal
computer including both laptop computer and non-laptop
computer configurations.

The example embodiments described above provides tech-
niques for three-dimensional (3D) imaging of a variety of
objects without the use of contrast agents such as dyes and
other fluorescent labels. The apparatus for image recovery
facilitates recovery of images with higher resolution relative
to resolution of images obtained using conventional digital
holographic microscopy systems. The technique facilitates
high resolution image recovery from a single shot digital
hologram without requiring multiple hologram frames. The
achieved dynamic high resolution of the obtained images is
substantially higher than resolution of images obtained by
conventional holographic imaging systems. The present tech-
nique may be used for image recovery in a variety of appli-
cations such as biosciences, optical metrology applications,
applications involving images to be encrypted holographi-
cally for security reasons, 3D display applications, biomet-
rics, among others.

The present disclosure is not to be limited in terms of the
particular embodiments described in this application, which
are intended as illustrations of various aspects. Many modi-
fications and variations can be made without departing from
its spirit and scope, as will be apparent to those skilled in the
art. Functionally equivalent methods and apparatuses within
the scope of the disclosure, in addition to those enumerated
herein, will be apparent to those skilled in the art from the
foregoing descriptions. Such modifications and variations are
intended to fall within the scope of the appended claims.

The present disclosure is to be limited only by the terms of
the appended claims, along with the full scope of equivalents
to which such claims are entitled. It is to be understood that
this disclosure is not limited to particular methods, reagents,
compounds compositions or biological systems, which can,
of'course, vary. Itis also to be understood that the terminology
used herein is for the purpose of describing particular
embodiments only, and is not intended to be limiting.

With respect to the use of substantially any plural and/or
singular terms herein, those having skill in the art can trans-
late from the plural to the singular and/or from the singular to
the plural as is appropriate to the context and/or application.
The various singular/plural permutations may be expressly
set forth herein for sake of clarity.

Itwill be understood by those within the art that, in general,
terms used herein, and especially in the appended claims
(e.g., bodies of the appended claims) are generally intended
as “open” terms (e.g., the term “including” should be inter-
preted as “including but not limited to,” the term “having”
should be interpreted as “having at least,” the term “includes”
should be interpreted as “includes but is not limited to,” etc.).
It will be further understood by those within the art that if a
specific number of an introduced claim recitation is intended,
such an intent will be explicitly recited in the claim, and in the
absence of such recitation no such intent is present.

For example, as an aid to understanding, the following
appended claims may contain usage of the introductory
phrases “at least one” and “one or more” to introduce claim
recitations. However, the use of such phrases should not be
construed to imply that the introduction of a claim recitation
by the indefinite articles “a” or “an” limits any particular
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claim containing such introduced claim recitation to embodi-
ments containing only one such recitation, even when the
same claim includes the introductory phrases “one or more”
or “at least one” and indefinite articles such as “a” or “an”
(e.g., “a” and/or “an” should be interpreted to mean “at least
one” or “one or more”); the same holds true for the use of
definite articles used to introduce claim recitations.

In addition, even if a specific number of an introduced
claim recitation is explicitly recited, those skilled in the art
will recognize that such recitation should be interpreted to
mean at least the recited number (e.g., the bare recitation of
“two recitations,” without other modifiers, means at least two
recitations, or two or more recitations). Furthermore, in those
instances where a convention analogous to “at least one of A,
B, and C, etc.” is used, in general such a construction is
intended in the sense one having skill in the art would under-
stand the convention (e.g., “a system having at least one of A,
B, and C” would include but not be limited to systems that
have A alone, B alone, C alone, A and B together, A and C
together, B and C together, and/or A, B, and C together, etc.).
In those instances where a convention analogous to “at least
oneof A, B, or C, etc.” is used, in general such a construction
is intended in the sense one having skill in the art would
understand the convention (e.g., “a system having at least one
of'A, B, or C” would include but not be limited to systems that
have A alone, B alone, C alone, A and B together, A and C
together, B and C together, and/or A, B, and C together, etc.).

It will be further understood by those within the art that
virtually any disjunctive word and/or phrase presenting two
or more alternative terms, whether in the description, claims,
or drawings, should be understood to contemplate the possi-
bilities of including one of the terms, either of the terms, or
both terms. For example, the phrase “A or B” will be under-
stood to include the possibilities of “A” or “B” or “A and B.”

As will be understood by one skilled in the art, for any and
all purposes, such as in terms of providing a written descrip-
tion, all ranges disclosed herein also encompass any and all
possible subranges and combinations of subranges thereof.
Any listed range can be easily recognized as sufficiently
describing and enabling the same range being broken down
into at least equal halves, thirds, quarters, fifths, tenths, etc. As
a non-limiting example, each range discussed herein can be
readily broken down into a lower third, middle third and
upper third, etc.

As will also be understood by one skilled in the art all
language such as “up to,” “at least,” “greater than,” “less
than,” and the like include the number recited and refer to
ranges which can be subsequently broken down into sub-
ranges as discussed above. Finally, as will be understood by
one skilled in the art, a range includes each individual mem-
ber. Thus, for example, a group having 1-3 cells refers to
groups having 1, 2, or 3 cells. Similarly, a group having 1-5
cells refers to groups having 1, 2,3, 4, or 5 cells, and so forth.

While various aspects and embodiments have been dis-
closed herein, other aspects and embodiments will be appar-
ent to those skilled in the art. The various aspects and embodi-
ments disclosed herein are for purposes of illustration and are
not intended to be limiting, with the true scope and spirit
being indicated by the following claims.

The invention claimed is:

1. A method to recover an image of an object, the method
comprising:

receiving reference beam data that corresponds to a refer-

ence interference pattern;

receiving hologram data that corresponds to the object;

applying a cost function to the hologram data and the

reference beam data to determine object image data
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associated with the object, wherein the cost function
includes a smoothness constraint applied to the object
image data;

selecting object image data at an initial time;

identifying an approximately minimal value of the cost

function by iteratively:
evaluating a value of the cost function; and
updating the object image data until the approximately
minimal value of the cost function is identified; and
processing the object image data to recover the image of
the object.

2. The method of claim 1, wherein receiving the hologram
data comprises:

splitting a beam from a light source into the reference beam

and an object beam; transmitting the object beam to the
object; and

generating the hologram data based on interference

between the reference beam and the object beam.

3. The method of claim 2, wherein transmitting the object
beam comprises reflecting the object beam from the object.

4. The method of claim 1, wherein applying the cost func-
tion comprises applying the cost function using least squares
(L2-norm), weighted least squares, maximum entropy recon-
struction, maximum-likelihood reconstruction, expectation
maximization reconstruction, or combinations thereof.

5. The method of claim 1, wherein applying the cost func-
tion,. denoted as C to the hologram data, denoted as H, the
reference beam data, denoted as R and object image data,
denoted as O, comprises applying the cost function C in
accordance with a relationship:

C(0,0%)=1/21IH-(IO12+RI>+OR*+O*R)| P+ap (O,
O%*)

where cp(0,0%) is the smoothness constraint.

6. The method of claim 5, further comprising estimating
the smoothness constraint cap(O,0%) for the object image
data O in accordance with a relationship:

(0, 0" = Z Z WpglOp — 0q|2a

P qup

where as a weight parameter, O,, is a value of O ata p™ pixel,
index g is a neighborhood pixel of p and w,, is a weight
function.

7. The method of claim 1, wherein selecting the object
image data comprises providing image data that corresponds
to an image with pixel values set to a particular value.

8. The method of claim 1, wherein updating the object
image data comprises updating the object image data by a
gradient descent technique.

9. The method of claim 8, wherein updating the object
image data by the gradient descent technique comprises:

estimating a gradient of the cost function, denoted as C, in
accordance with a relationship: V,.C(O,0%)=—[H-
(I0P+IRI?)+OR*+0*R](0O+R)+aV ,1(0,0*) where H
denotes the hologram data, R denotes the reference
beam data, and O denotes the object image data; and

updating the object image data in accordance with a rela-
tionship:

O H=0"_{[V,.C],_,» where O is the object
image data at (n+1)™ iteration and t is a constant repre-
senting a step size.

10. The method of claim 1, wherein processing the
obtained object image data comprises back-propagating the
object image data to an image plane to recover the image of
the object.
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11. The method of claim 10, wherein back-propagating the
object image data comprises convolving the object image
data with a back-Fresnel impulse response to recover the
image of the object.

12. The method of claim 1, further comprising determining
amplitude and phase information from the object image data
to compute a focused image of the object at a specific depth
within the object.

13. A method to recover an image of an object, the method
comprising:

receiving a reference beam from a light source;

receiving an object beam that is returned from the object;

generating an interference pattern from the reference beam

and the object beam;

obtaining hologram data and reference beam data that cor-

responds to the interference pattern and a reference
interference pattern respectively;

applying a cost function to the hologram data and the

reference beam data to determine object image data that
corresponds to the object, wherein the cost function
includes a smoothness constraint applied to the object
image data;

selecting object image data at an initial time;

identifying an approximately minimal value of the cost

function by iteratively:

evaluating a value of the cost function; and

updating the object image data until the approximately

minimal value of the cost function is identified; and
processing the obtained object image data to recover the
image of the object.

14. The method of claim 13, wherein applying the cost
function comprises applying the cost function as one or more
ofleast squares (L.2-norm), weighted least squares, maximum
entropy reconstruction, maximum-likelihood reconstruction,
or combinations thereof.

15. The method of claim 13, wherein processing the
obtained object image data comprises back-propagating the

object image data to an image plane to recover the image of

the object.

16. The method of claim 13, further comprising:

determining amplitude and phase information from the
obtained object image data; and

computing a focused image of the object at a specific depth
within the object using the amplitude and phase infor-
mation.

17. An apparatus configured to recover image data associ-

ated with an object, the apparatus comprising:

an optical assembly configured to: receive a reference
beam, receive an object beam associated with the object,
and interfere the reference beam with the object beam
effective to generate an interference pattern; and

an image processor configured to:

receive an output of the optical assembly,

apply a cost function to hologram data and reference beam
data, wherein the hologram data corresponds to the
interference pattern and the reference beam data corre-
sponds to a reference interference pattern,

select object image data at an initial time,

identify an approximately minimal value of the cost func-
tion by iterative:

evaluation of a value of the cost function, and

performance of an update of the object image data until the
approximately

minimal value of the cost function is identified to obtain
object image data corresponding to the object.
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18. The apparatus of claim 17, wherein the image processor
is configured to apply a smoothness constraint to the cost
function.

19. The apparatus of claim 17, wherein the image processor
is configured to process the obtained object image data to
recover an image of the object.

20. The apparatus of claim 17, wherein the optical assem-
bly comprises a light source configured to generate the refer-
ence beam and wherein the reference beam is transmitted to
the object to generate the object beam.

21. The apparatus of claim 20, wherein the light source is
configured to generate a ultra violet (UV) beam, a visible
beam, an infrared beam, a terahertz beam, X-ray beam or
combinations thereof.

22. The apparatus of claim 17, wherein the optical assem-
bly comprises a sensor array that is configured to receive the
interference pattern.

23. The apparatus of claim 17, wherein the optical assem-
bly comprises one or more of a Mach-Zehnder interferom-
eter, a Michelson Twyman-Green interferometer, a point-
diffraction interferometer, a shearing interferometer, a Talbot
interferometer, or combinations thereof.

24. The apparatus of claim 17, wherein the image processor
is configured to recover an image of the object with an image
resolution that is substantially greater than the image resolu-
tion estimated in accordance with the relationship: 2 sin(6)/
3, where Ais wavelength of the light beam, and Ois the
nominal angle between the object beam and the reference
beam.

25. An apparatus configured to recover image data associ-
ated with an object, the apparatus comprising:

a light source configured to generate a beam;

a first beam splitter configured to split the beam into a
reference beam and an object beam, wherein the object
beam is transmitted to the object;

a sensor array configured to receive an interference pattern
generated by interference of the reference beam with the
object beam; and

an image processor configured to:

receive an output of the optical assembly,

apply a cost function to hologram data and reference beam
data, wherein the hologram data corresponds to the
interference pattern and the reference beam data corre-
sponds to a reference interference pattern,

select object image data at an initial time,

identify an approximately minimal value of the cost func-
tion by iterative:

evaluation of a value of the cost function, and

performance of an update of the object image data until the
approximately minimal value of the cost function is
identified to obtain object image data corresponding to
the object.

26. The apparatus of claim 25, further comprising a second
beam splitter to facilitate interference of the reference beam
and the object beam.

27. The apparatus of claim 25, further comprising a first
mirror and a second mirror configured to deflect the reference
beam and the object beam respectively at a specific angle.

28. The apparatus of claim 25, further comprising a micro-
scope objective configured to generate the interference pat-
tern from the interference of the reference beam and the
object beam.

29. The apparatus of claim 25, wherein the image processor
is configured to apply a smoothness constraint to the cost
function.
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30. The apparatus of claim 17, wherein the image processor
is configured to process the obtained object image data to
recover an image of the object.
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